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ABSTRACT 
The Class-Featuring Information Compression (CLAFIC) is 
a pattern classification method which uses a linear subspace 
for each class. In order to apply the CLAFIC method to im-
age recognition problems, 2D image matrices must be trans-
formed into 1D vectors. In this paper, we propose new sub-
space classifiers to apply the conventional CLAFIC method 
directly to the image matrices. The proposed methods yield 
easier evaluation of correlation and covariance matrices, 
which in turn speeds up the training and testing phases. 
Moreover, experimental results on the AR and the ORL face 
databases also show that recognition performances of the 
proposed methods are typically better than recognition per-
formances of other subspace classifiers given in the paper. 

1. INTRODUCTION 

The subspace classifier is a pattern recognition method, 
where the primary model for each class is a linear subspace 
of the Euclidean sample space [1]. In these methods, it is 
assumed that the vector distribution of a class corresponds to 
a lower-dimensional subspace of the original sample space. 
Even though this assumption is seldom valid, good recogni-
tion rates can be achieved when the dimensionality of the 
sample space is large enough [2]. The subspaces represent-
ing classes are defined in terms of basis vectors that are lin-
ear combinations of the sample vectors of each class. Once 
the basis vectors spanning those subspaces are computed, a 
test sample vector from an unknown class is classified based 
on the lengths of the projections of that sample onto each of 
the subspaces or, alternatively, on the distances of the test 
vector from these subspaces. 

Watanabe et al. proposed the first subspace method, the 
Class-Featuring Information Compression (CLAFIC), for 
pattern classification [3]. This method employs the Principal 
Component Analysis (PCA) to compute the basis vectors 
spanning subspace of each class. Fukunaga and Koontz pro-
posed a new method, which enabled to select the basis vec-
tors in such a way that the projections onto the so-called rival 
subspaces are minimized [4]. Gulmezoglu et al. proposed the 
Common Vector (CV) method for classification tasks, where 
the number of samples in each class is smaller than or equal 
the dimensionality of the sample space [5]. Then, learning 
subspace methods, in which the subspaces are iteratively 
modified in order to diminish the number of misclassifica-
tions, have been proposed in [6]. Recently, the kernel based 

subspace methods, the Kernel CLAFIC [7] and the Kernel 
CV [8], have been proposed to extract nonlinear features of 
classes. 

In order to apply the subspace methods to image recog-
nition problems, 2D image matrices must be transformed into 
1D vectors by concatenating rows or columns. The resulting 
image vectors typically lead to a high-dimensional sample 
space, which in turn forms a suitable environment for appli-
cation of subspace classifiers. It is because most of the as-
sumptions, upon which the subspace classifiers are founded, 
hold in high-dimensional sample spaces. However, some of 
the subspace classifiers cannot be applied in these high-
dimensional sample spaces since they require the use of large 
correlation matrices or orthogonal projection operators ex-
plicitly. Fortunately, Yang et al. introduced a new method, 
coined the 2D-PCA method, which applies the classical PCA 
method directly to image matrices [9]. This procedure leads 
to easier evaluation of covariance matrices since the size of 
the image covariance matrices using 2D-PCA is much 
smaller. Additionally, it has been reported that the recognition 
performance of 2D-PCA is superior to the classical PCA (Ei-
genface) method [9]. In this paper, motivated by this tech-
nique, we propose new subspace classifier methods, which 
will be referred to as the 2D-CLAFIC and the 2D-CLAFIC-
µ, in order to apply the classical CLAFIC method directly to 
the image matrices. 

The remainder of the paper is organized as follows: In 
Section 2, we first review the CLAFIC method and its vari-
ant the CLAFIC-µ, and then describe our proposed methods. 
In Section 3, experimental results are given. Finally, our con-
clusions are presented in Section 4. 

2. 2D SUBSPACE CLASSIFIERS 

Before we introduce our proposed methods, we will first 
review the classical CLAFIC method and its variant, the 
CLAFIC-µ, briefly.  
2.1 The CLAFIC Method 

Suppose there are C classes denoted by 
)()2()1( ,...,, Cωωω  where the i-th class contains iN  samples. 

Let di
jx ℜ∈  be a d-dimensional column vector, which de-

notes the j-th sample of the i-th class. Let )()2()1( ,...,, CLLL  are 
the subspaces representing classes. Each subspace is spanned 
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The CLAFIC method employs the PCA or the Kar-
hunen-Loeve transform to compute the basis vectors 
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are computed through eigen-decomposition of class correla-
tion matrices ddiR ×ℜ∈)(  defined as 
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where )(iΦ  is the matrix whose columns are the sample vec-
tors of the i-th class. Note that the mean vectors iµ  of classes 
are not subtracted. The correlation matrix )(iR  is a positive 
semi-definite matrix, hence all eigenvalues are larger than or 
equal to 0. The il  eigenvectors corresponding to the largest 
eigenvalues of )(iR  are chosen as basis vectors for the sub-
space )(iL . The number of basis vectors determines the di-
mensionality of each subspace. In the CLAFIC method, the 
number of basis vectors cannot exceed ),min( iNd  for each 
class. There are different strategies to choose the subspace 
dimensions il . One way is to set all il s to be equal to a fixed 
value l. Then, the optimal value of l can be chosen from the 
error curves as described in [2]. The other way employs ei-
genvalues for choosing the dimensions of subspaces. Let the 
eigenvalues of )(iR  are ordered as 
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where ir  is the rank of the matrix )(iR . The dimension of 
)(iL  is selected as the value by which the ratio of cumulative 
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λλκ  exceeds a threshold. Typi-

cal values of the threshold lie between .19.0 ≤≤ iκ  To clas-
sify a test sample vector, testx , the squared norms of vectors 
for each class are found by 
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and then the test sample is assigned to the class, in which it 
has the maximum norm value. Here iW  represents the trans-
formation matrix whose columns are the basis vectors of the 
i-th class. 

A variation of the CLAFIC, which is called the 
CLAFIC-µ method, uses the class-specific means iµ  in clas-
sification [2]. In this approach each class is modelled as a 
linear manifold centred at the mean of the corresponding 
class. Therefore, instead of using class correlation matrices, 
class covariance matrices are employed to compute the basis 
vectors. In this case, above classification rule, which is based 
on maximizing the projection length, cannot be used. Instead, 
the minimum distance of centred test vector from these sub-
spaces determines class labels. In particular, we compute the 
distance 
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for each class, and the test sample is assigned to the class 
which gives the minimum distance. 
2.2 2D-CLAFIC Methods 

The application of the CLAFIC method to image recog-
nition problems involves the transformation of original 2D 

image matrix data into 1D vectors. This transformation is 
usually performed by lexicographic ordering of image matri-
ces into column vectors. As opposed to the conventional 
CLAFIC methods, our proposed methods utilize image ma-
trices instead of image vectors. We employ the 2D-PCA 
method to compute the basis vectors spanning the subspaces 
of classes. Since 2D matrix form is preserved in calculations, 
the proposed approach is called as the 2D-CLAFIC method.  

Assume that the image recognition problem consists of 
C classes denoted by )()2()1( ,...,, Cωωω  where the i-th class 
contains iN  samples. Let nmi

jX ×ℜ∈  denote the j-th image 
matrix of the i-th class. In this case, each correlation matrix 

nniR ×ℜ∈)(  of the image matrices is defined as 
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Note that the size of the image correlation matrix, nn × , is 
much smaller than the size of the correlation matrix, dd × , 
obtained using the classical CLAFIC method since mnd = . 
The image correlation matrix )(iR  is a positive semi-definite 
matrix, hence all eigenvalues are larger than or equal to 0. 
The most significant eigenvectors of )(iR  are chosen as the 
basis vectors. The number of basis vectors will be limited by 
the number of columns of image matrices, which is equal to 
n for each class. After basis vectors of subspaces are ob-
tained, to classify a test image matrix, testX , we project the 
image matrix onto the basis vectors of classes to get the im-
age feature matrix 
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For the classification of testX , we compute the Frobenius 
norms of feature matrices by 
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for each class. Then the test sample is assigned to the class, 
in which it has the maximum norm value. 

Similar to the previous case mentioned in section 2.1, 
we can utilize the class-specific means in this approach. We 
obtain image covariance matrix of each class by using the 
following equation: 
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where iX  represents the mean image matrix of the i-th class. 
The most significant eigenvectors corresponding to the larg-
est eigenvalues of each image covariance matrix are used as 
basis vectors representing classes. Once the basis vectors are 
obtained, we compute the distance of the centred test image 
from each subspace by 
  ,,...,1,||)(|||||| CiWXXXXD F
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and we assign the test sample image to the class which 
minimizes this distance. We call this procedure as the 2D-
CLAFIC-µ method. 



3. EXPERIMENTAL RESULTS 

We performed our experiments on two well-known face 
image databases, namely the AR [10] and the ORL (Olivetti-
Oracle Research Lab) face [11] databases. The AR face da-
tabase was employed to evaluate the recognition perform-
ances of the proposed methods under conditions where there 
is a variation over time, in facial expressions, and in lighting 
conditions, whereas the ORL face database was used to ex-
amine the recognition performances of the proposed meth-
ods under conditions where the pose is varied. Beside the 
proposed 2D-CLAFIC and 2D-CLAFIC-µ methods here, we 
tested CLAFIC and CLAFIC-µ subspace classifier methods 
for comparison. In addition, we also tested PCA and 2D-
PCA methods for a better assessment of the recognition per-
formances of our proposed methods. To determine subspace 
dimensions of the CLAFIC and the 2D-CLAFIC based 
methods, we set all subspace dimensions to be equal to a 
fixed value l. Then, the optimal value of l was chosen from 
the error curves. For the PCA and 2D-PCA methods, the 
most significant eigenvectors, which were used for feature 
extraction, were chosen such that corresponding eigenvalues 
contained 98% of the total energy. Then, the nearest-
neighbor algorithm was employed during classification for 
these methods.  

3.1 Experiments on the AR Face Database 
The AR face database includes 26 images with different 

facial expressions, illumination conditions, and occlusions 
for 126 subjects. All individuals are in an upright, frontal 
position. Images were recorded in two different sessions 14 
days apart. Thirteen images were recorded under controlled 
circumstances in each session. The size of the images in the 
database is 768x576 pixels, and each pixel is represented by 
24 bits of RGB color values. 
 

 
Figure 1: Images of an individual from the AR face database. 

We randomly selected 50 individuals (30 males and 20 
females) for the experiment. Only nonoccluded images ((a)-
(g) and (n)-(t) as in Fig. 1) were chosen for every subject. 
Thus, our face database size was 700 with 14 images per 
subject. First, these images were converted to grayscale im-
ages. Second, we preprocessed these images by aligning and 
scaling them so that the distances between the eyes were the 
same for all images, and also ensuring that the eyes located 
in the same coordinates of the image. The resulting image 
was then cropped. The final size of the images was 222x299. 
Finally, based on empirical observations, we decreased the 

dimensionality of the sample space to 99x134 by down-
sampling. The training set consisted of 7 images randomly 
selected from each subject, and the rest of the images were 
used for the test set. This process was repeated 15 times, and 
the final recognition rates for the experiment were found by 
averaging these 15 rates obtained in each trial. The computed 
recognition rates and corresponding standard deviations are 
shown in Table I. 

 

TABLE I 
RECOGNITION RATES ON THE AR FACE DATABASE 

METHODS RECOGNITION RATES (%) 
PCA 74.71, 80.1=σ  
2D-PCA 86.89, 59.1=σ  
CLAFIC 82.77, 19.2=σ  
CLAFIC-µ 92.26, 66.1=σ  
2D-CLAFIC 90.31, 50.1=σ  
2D-CLAFIC-µ 95.97, 53.0=σ  

 
As can be seen in the table, our proposed method, 2D-

CLAFIC-µ, achieved the best recognition rate among all 
methods tested here. It should be noted that all 2D-based 
methods outperformed their 1D-based counterparts. Using 
class-specific means significantly improved the recognition 
rates since the 2D-CLAFIC-µ method yielded better recogni-
tion rates than the 2D-CLAFIC method. In general, experi-
mental results show that our proposed methods are the best 
suited subspace classifiers for image recognition tasks, where 
there is a variation over time, in facial expression, and in 
lighting conditions. 

Testing time is the consumed time that is required to 
classify a new test image. To classify a test image, we have to 
compute the distances given in equations (3), (7), and (9) for 
this application. This process involves the projection of test 
samples onto the basis vectors spanning each subspace. The 
best recognition rates were obtained by fixing subspace di-
mensions to values between 2 and 4 for the CLAFIC method, 
whereas the best recognition rates were obtained by fixing 
subspace dimensions to values between 2 and 6 for the 2D-
based CLAFIC methods. Therefore our proposed methods 
are also more practical than the CLAFIC method for real-
time image recognition applications since the testing com-
plexity of our proposed methods is given by O(nd) whereas 
the testing complexity of the CLAFIC method is O(d2), 
where image size is m× n and mnd = . 

3.2 Experiments on the ORL Face Database 
The ORL face database contains 40 individuals, with 10 

images per person. The images are taken at different time 
instances with different lighting conditions (slightly), facial 
expressions, and facial details. Some individuals from the 
ORL face database are shown in Fig. 2. The size of each im-
age is 92x112.  

We selected randomly five samples from each class for 
training and the remaining samples were used for testing. We 
did not apply any preprocessing to the images. Then, recog-
nition rates were computed and this process was repeated 15 
times. The recognition rates were found by averaging the 



recognition rates in each run. The computed recognition rates 
and standard deviations are shown in Table II.  

 

 
Figure 2: Images of some individuals from the ORL face database. 

 

TABLE II 
RECOGNITION RATES ON THE ORL FACE DATABASE 

METHODS RECOGNITION RATES (%) 
PCA 94.03, 26.1=σ  
2D-PCA 94.97, 48.1=σ  
CLAFIC 93.63, 08.2=σ  
CLAFIC-µ 95.30, 53.1=σ  
2D-CLAFIC 92.50, 60.1=σ  
2D-CLAFIC-µ 94.67, 21.1=σ  

 

In terms of classification accuracy, the CLAFIC-µ 
method achieved the best recognition rate among all methods 
tested here for the ORL face database. Although the 2D-
CLAFIC-µ outperformed the CLAFIC method and the 2D-
PCA method outperformed the PCA method, the improve-
ment in recognition rates is not significant. Therefore, we 
conclude that the 2D-based approaches do not offer a signifi-
cant improvement over their 1D-based counterparts for im-
age recognition problems where there is a variation in pose. 
However, it should be noted that as in the previous case, our 
proposed methods are better suited for real-time image rec-
ognition applications than the conventional 1D subspace 
classifiers because of their low computation cost. 

4. CONCLUSION 

In this paper we proposed new 2D subspace classifiers for 
image recognition problems. In contrast to the conventional 
subspace classifiers, our proposed methods can be applied 
directly to the image matrices. This process enables easier 
evaluation of correlation and covariance matrices, which in 
turn speeds up the training and testing phases. Therefore, 
our proposed methods are more practical than 1D based 
subspace classifiers for real–time image recognition tasks. In 
addition, experimental results demonstrated that our pro-
posed methods are superior to other tested methods, espe-
cially when there is variation in lighting conditions. These 
results show that the proposed methods are robust to varying 
illumination conditions, which is a serious problem that 
PCA based feature extraction techniques cannot handle well. 
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